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What is SCREAM? EAMxx?
• The Simple Cloud Resolving E3SM Atmosphere Model (SCREAM) is the 3.25km 

configuration of EAMxx.
• EAMxx is the atmosphere model code which can be run at any resolution (eventually):

– a complete redesign of the E3SM Atm. Model in C++/Kokkos

Resolved-scale fluid dynamics 
treated by a non-hydrostatic 
Spectral Element (SE) approach

Radiation handled by 
externally-developed, 
GPU-ready RRTMGP 
package

Turbulence and cloud 
formation handled by 
Simplified Higher-Order 
Closure (SHOC)

Microphysical processes handled 
by Predicted Particle Properties 
(P3) scheme

Aerosols are prescribed following 
the Simple Prescribed Aerosols 
(SPA) model.

parameterized 
convection

* Using coarser grid for physics parameterizations (PG2) *
New to E3SM

turbulent mtn. 
stress



How we got here
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SCREAMv0: Extend E3SM with F90 versions of desired schemes

EAMxx (SCREAMv1): Rewrite in C++/Kokkos

De
c 2

02
2 1st v1 

runs 
finished

Finish DP & RRM in 
C++ then abandon 

F90 code
manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Figure 23. Snapshot of a landfalling atmospheric river along the west coast of North Amer-

ica that occurs on February 11th 23:00:00 UTC. Vertically-integrated water vapor is indicated

in transparent grayscale with opaque/white regions having integrated vapor greater than 40 kg

m�2. Colors indicate precipitation intensity.

pact frontogenesis (Terpstra et al., 2016). General circulation models (GCMs) have, how-883

ever, not represented clouds under these conditions very well (Rémillard & Tselioudis,884

2015). The models tend to simulate too little stratiform cloud cover in these regions (Field885

et al., 2014; Bodas-Salcedo et al., 2014). In this section, we describe the frequency and886

intensity of MCAOs in the SCREAM simulation relative to reanalysis (ERA5) during887

the same time period and examine the surface flux and cloud properties for a single cold888

air outbreak event that occurs early in the simulation over the Kuroshio current.889

To identify and quantify cold air outbreaks, we use the cold air outbreak index (M)890

as described by Fletcher et al. (2016), which is quantified as the potential temperature891

di↵erence between the surface skin and 800hPa. Any oceanic region with a positive value892

of M denotes a region undergoing a cold air outbreak. If we compare the frequency of893

cold air outbreaks in SCREAM and in ERA5 over the global oceans, we see general agree-894

ment of where and how often cold air outbreaks occur (Fig. 25a and c). Cold air out-895

breaks tend to occur most prominently in the winter Northern Hemisphere along the east-896

ern edges of continents and southern edges of the sea-ice. In regions where SCREAM897

produces cold air outbreaks (e.g. over the Kuroshio current, Gulf stream current, and898

south of Alaska), M frequency tends to be higher. MCAOs are, however, greatly under-899

estimated to the south and east of Greenland. This is unsurprising since 2-m temper-900

ature is far too warm over Greenland (Fig. 6), likely due to meridional wind biases dis-901

cussed in Sect. 6.2. Except for a slight overestimation, SCREAM also tends to capture902

well the intensity of the strongest of cold air outbreaks (Fig. 25b and d).903

To study the cloud fields that form under the simulated cold air outbreaks in SCREAM,904

we focus on a cold air outbreak event that flows o↵ the Asian continent over the Kuroshio905

current from Jan 21st to Jan 22nd. We examine the cold air outbreak characteristics over906

the 24 hour period of Jan 22nd to exclude any impacts of the cold front. The simulated907

sensible heat flux generally matches ERA5, but is a bit too smooth and too big (Fig. 26a908

and d). Good spatial agreement may be an artifact of prescribed SST; smooth features909

are probably due to use of a coarser (⇠6 km) ocean grid in this region. Excessive mag-910

nitude is unsurprising given surface wind speed biases mentioned in Sect. 6.2 and again911

–32–
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• Parallel tracks: 
• validation of SCREAM configuration,
• and development of EAMxx infrastructure.

• ~4.5yrs + ~6 FTE’s

**v1 
overview 

paper 
submitted

* Caldwell, PM, et al., “Convection-permitting simulations with the E3SM global atmosphere model” (2019), JAMES, doi: 0.1029/2019MS001870
** Donahue, AS, et al., “To exascale and beyond -- The Simple Cloud-Resolving E3SM Atmosphere Model (SCREAM), a performance portable global 
atmosphere model for cloud-resolving scales” (2024), JAMES, under review 
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Portability and Performance
• Portable Performance:

– Compiler Directives, e.g. OpenMP, OpenACC
– General Purpose Libraries, e.g. Kokkos, YAKL and Raja
– Domain Specific Languages (DSL), e.g. GridTools, PSyclone 

and CLAW
• Transition to C++

– Necessary to leverage tools like Kokkos
– Attracts the next generation of software engineers, who may 

have never worked with Fortran
– Better compiler support from vendors
– A number of added benefits, such as object oriented 

programming.

Added Bonus: A complete rewrite allows us to cleanup legacy 
code that is either unused or rigid!
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figure: scaling performance of EAMxx
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Memory Management
• 3.25km à 25.17M columns…   x 128 levels = 3.22B dofs
• Output:

• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)

Rigid Structure
• Hard-coded persistent variables 

(phys_state, phys_tend, dyn_state, PBUF)
• Hard-coded set of restart variables

PBUF

phys_state

phys_tend

Property of:

dyn_state

Storage & on-node memory limits



Rigid Structure
• Hard-coded persistent variables 

(phys_state, phys_tend, dyn_state, PBUF)
• Hard-coded set of restart variables

Memory Management

Storage & on-node memory limits

Intelligent Memory Management
• Field Manager:

• only allocate persistent variables actually 
used.

• Restart variables list determined at runtime.
• Atm. Memory buffer – shared memory space for 

local variables.

Field 

M
anager

• 3.25km à 25.17M columns…   x 128 levels = 3.22B dofs
• Output:

• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)



phys_state
phys_tend
dyn_state

PBUF
cam_in/out

Field Manager Class and Field Objects
• All persistent variables are instances of a 

field object
• All fields managed by a single Field Manager
• Simplifies operations on fields, e.g.

• Remapping to different grids
• Adding new fields
• Storing field metadata

The EAMxx Field Manager



State from Previous Step:
  T_mid, horiz_winds, o3_volume_mix_ratio, phis, ps, 
  qv, bm, nc, ni, nr, qc, qi, qm, qr, tke, tracers,
  T_prev_micro_step, qv_prev_micro_step,
  precip_ice_surf_mass, precip_liq_surf_mass

homme
Computed Fields:
  omega,  p_dry_int,  p_dry_mid,  p_int,  p_mid,  
  pseudo_density, pseudo_density_dry
Updated Fields:
  T_mid,  horiz_winds,  o3_volume_mix_ratio,  
 phis,  ps,  qv,  tracers (group) 

p3
Computed Fields:
  precip_ice_surf_mass, precip_liq_surf_mass,
  eff_radius_qc, eff_radius_qi, micro_liq_ice_exchange, 
  micro_vap_ice_exchange, micro_vap_liq_exchange
Required Fields:
  p_dry_mid, pseudo_density_dry,
  inv_qc_relvar, cldfrac_tot, nccn, 
  precip_ice_surf_mass, precip_liq_surf_mass
Updated Fields:
  T_mid, qv, bm, nc, ni, nr, qc, qi, qm, qr,
  T_prev_micro_step, qv_prev_micro_step

shoc
Computed Fields:
  inv_qc_relvar,  pbl_height
Required Fields:
  surf_evap,  surf_mom_flux,  surf_sens_flux,  
  phis,  omega,  p_int,  p_mid, pseudo_density 
Updated Fields:
  T_mid,  horiz_winds,  qv,  qc,  tke,  cldfrac_liq,  
  eddy_diff_mom, sgs_buoy_flux, tracers (group) 

rrtmgp
Computed Fields:
  LW_clrsky_flux_dn, LW_clrsky_flux_up, LW_flux_dn, LW_flux_up, SW_clrsky_flux_dn,
  SW_clrsky_flux_dn_dir, SW_clrsky_flux_up, SW_flux_dn, SW_flux_dn_dir, SW_flux_up, ch4_volume_mix_ratio
  cldhgh, cldlow, cldmed, cldtot, co2_volume_mix_ratio, co_volume_mix_ratio, h2o_volume_mix_ratio,  
  n2_volume_mix_ratio, n2o_volume_mix_ratio, o2_volume_mix_ratio, rad_heating_pdel, sfc_flux_dif_nir,
  sfc_flux_dif_vis, sfc_flux_dir_nir, sfc_flux_dir_vis, sfc_flux_lw_dn, sfc_flux_sw_net
Required Fields:
  sfc_alb_dif_nir, sfc_alb_dif_vis, sfc_alb_dir_nir, sfc_alb_dir_vis, surf_lw_flux_up qv, p_int, p_mid, qc, qi, 
  pseudo_density, cldfrac_tot, aero_g_sw, aero_ssa_sw, aero_tau_lw, aero_tau_sw, eff_radius_qc, eff_radius_qi 
Updated Fields:
  T_mid, o3_volume_mix_ratio 

spa
Computed Fields:
  aero_g_sw, aero_ssa_sw, aero_tau_lw,
  aero_tau_sw, nccn
Required Fields:
  p_mid

State Saved for Next Step
  T_mid, horiz_winds, o3_volume_mix_ratio, phis, ps, 
  qv, bm, nc, ni, nr, qc, qi, qm, qr, tke, tracers,
  T_prev_micro_step, qv_prev_micro_step,
  precip_ice_surf_mass, precip_liq_surf_mass

SurfaceCouplingExporter
Required Fields:
  T_mid, horiz_winds, phis, qv, p_int, p_mid, 
  pseudo_density, precip_ice_surf_mass, precip_liq_surf_mass,
  sfc_flux_dif_nir, sfc_flux_dif_vis, sfc_flux_dir_nir,
  sfc_flux_dir_vis, sfc_flux_lw_dn, sfc_flux_sw_net

SurfaceCouplingImporter
Computed Fields:
  T_2m,  qv_2m,  sfc_alb_dif_nir,  sfc_alb_dif_vis,  sfc_alb_dir_nir,  
  snow_depth_land,  surf_evap,  surf_lw_flux_up,  sfc_alb_dir_vis,
  surf_mom_flux,  surf_radiative_T, surf_sens_flux,  wind_speed_10m

cld_fraction
Computed Fields:
  cldfrac_ice, cldfrac_ice_for_analysis,
  cldfrac_tot, cldfrac_tot_for_analysis
Required Fields:
  qi, cldfrac_liq

X(t=t_n)

X(t=t_n+1)

Directed Acyclic Graph 
(DAG)
• Reference for how state variables 

are used.

• Quickly audit all global variables in 
the simulation.

• Runtime determination of what is 
needed for restarts.



State from Previous Step:
  T_mid, horiz_winds, o3_volume_mix_ratio, phis, ps, 
  qv, bm, nc, ni, nr, qc, qi, qm, qr, tke, tracers,
  T_prev_micro_step, qv_prev_micro_step,
  precip_ice_surf_mass, precip_liq_surf_mass

homme
Computed Fields:
  omega,  p_dry_int,  p_dry_mid,  p_int,  p_mid,  
  pseudo_density, pseudo_density_dry
Updated Fields:
  T_mid,  horiz_winds,  o3_volume_mix_ratio,  
 phis,  ps,  qv,  tracers (group) 

p3
Computed Fields:
  precip_ice_surf_mass, precip_liq_surf_mass,
  eff_radius_qc, eff_radius_qi, micro_liq_ice_exchange, 
  micro_vap_ice_exchange, micro_vap_liq_exchange
Required Fields:
  p_dry_mid, pseudo_density_dry,
  inv_qc_relvar, cldfrac_tot, nccn, 
  precip_ice_surf_mass, precip_liq_surf_mass
Updated Fields:
  T_mid, qv, bm, nc, ni, nr, qc, qi, qm, qr,
  T_prev_micro_step, qv_prev_micro_step

shoc
Computed Fields:
  inv_qc_relvar,  pbl_height
Required Fields:
  surf_evap,  surf_mom_flux,  surf_sens_flux,  
  phis,  omega,  p_int,  p_mid, pseudo_density 
Updated Fields:
  T_mid,  horiz_winds,  qv,  qc,  tke,  cldfrac_liq,  
  eddy_diff_mom, sgs_buoy_flux, tracers (group) 

rrtmgp
Computed Fields:
  LW_clrsky_flux_dn, LW_clrsky_flux_up, LW_flux_dn, LW_flux_up, SW_clrsky_flux_dn,
  SW_clrsky_flux_dn_dir, SW_clrsky_flux_up, SW_flux_dn, SW_flux_dn_dir, SW_flux_up, ch4_volume_mix_ratio
  cldhgh, cldlow, cldmed, cldtot, co2_volume_mix_ratio, co_volume_mix_ratio, h2o_volume_mix_ratio,  
  n2_volume_mix_ratio, n2o_volume_mix_ratio, o2_volume_mix_ratio, rad_heating_pdel, sfc_flux_dif_nir,
  sfc_flux_dif_vis, sfc_flux_dir_nir, sfc_flux_dir_vis, sfc_flux_lw_dn, sfc_flux_sw_net
Required Fields:
  sfc_alb_dif_nir, sfc_alb_dif_vis, sfc_alb_dir_nir, sfc_alb_dir_vis, surf_lw_flux_up qv, p_int, p_mid, qc, qi, 
  pseudo_density, cldfrac_tot, aero_g_sw, aero_ssa_sw, aero_tau_lw, aero_tau_sw, eff_radius_qc, eff_radius_qi 
Updated Fields:
  T_mid, o3_volume_mix_ratio 

spa
Computed Fields:
  aero_g_sw, aero_ssa_sw, aero_tau_lw,
  aero_tau_sw, nccn
Required Fields:
  p_mid

State Saved for Next Step
  T_mid, horiz_winds, o3_volume_mix_ratio, phis, ps, 
  qv, bm, nc, ni, nr, qc, qi, qm, qr, tke, tracers,
  T_prev_micro_step, qv_prev_micro_step,
  precip_ice_surf_mass, precip_liq_surf_mass

SurfaceCouplingExporter
Required Fields:
  T_mid, horiz_winds, phis, qv, p_int, p_mid, 
  pseudo_density, precip_ice_surf_mass, precip_liq_surf_mass,
  sfc_flux_dif_nir, sfc_flux_dif_vis, sfc_flux_dir_nir,
  sfc_flux_dir_vis, sfc_flux_lw_dn, sfc_flux_sw_net

SurfaceCouplingImporter
Computed Fields:
  T_2m,  qv_2m,  sfc_alb_dif_nir,  sfc_alb_dif_vis,  sfc_alb_dir_nir,  
  snow_depth_land,  surf_evap,  surf_lw_flux_up,  sfc_alb_dir_vis,
  surf_mom_flux,  surf_radiative_T, surf_sens_flux,  wind_speed_10m

cld_fraction
Computed Fields:
  cldfrac_ice, cldfrac_ice_for_analysis,
  cldfrac_tot, cldfrac_tot_for_analysis
Required Fields:
  qi, cldfrac_liq

X(t=t_n)

X(t=t_n+1)

Directed Acyclic Graph 
(DAG)
• Reference for how state variables 

are used.

• Quickly audit all global variables in 
the simulation.

• Runtime determination of what is 
needed for restarts.

Incredibly useful for debugging!



Atmosphere memory buffer

Process 1 Process 2 Process 3

• Allocate the minimum memory footprint to accommodate 
local memory needs of all processes.

• Take advantage of pointers to memory, rather than 
allocated arrays.

Memory Buffer



Managing output
• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)



Managing output
• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)

• NSA
• SGP
• ENA,…

Produce output at a 
set of distinct points.



Managing output
• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)

• NSA
• SGP
• ENA,…

Produce output at a 
set of distinct points.

Produce output over 
a sub-region of the 
globe.



Managing output
• 2D field (e.g. surface pressure) = 12.9 GB
• 3D physics field (e.g. temperature) =  1.65 TB
• 4x greater on dynamics grid (e.g. for restarts)

• NSA
• SGP
• ENA,…

Produce output at a 
set of distinct points.

Produce output over 
a sub-region of the 
globe.

Online coarsening of output.
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• EAMxx inherits all the standard E3SM testing 

coverage, + robust unit tests

• This is possible because,

• Model elements are independent.

• Take advantage of arbitrary class structure in 

C++.

• Incredibly useful for debugging and verification

• SCREAM git-repo CI integrates unit testing through 

the Autotester.

Testing
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Runtime Options: 
namelist • Difficult to read/parse

• Not organized

• Cumbersome to add new options

• Difficult to audit, vulnerable to user error
• Conflicts only detected if developer 

adds their own checks.
• Multiple entries can lead to 

unexpected behavior.



• EAMxx use YAML to handle all runtime options.

• Human readable – options organized into relevant sections.

• Strict enforcement of each entry.  
• Support for “info” metadata for user support.

• Setting and adding new options is simple.  Each process has 
their own parameter list.

• Has similar support to CIME XML functions
• ./atmchange
• ./atmquery

23

Runtime Options: YAML



• EAMxx use YAML to handle all runtime options.

• Human readable – options organized into relevant sections.

• Strict enforcement of each entry.  
• Support for “info” metadata for user support.

• Setting and adding new options is simple.  Each process has 
their own parameter list.

• Has similar support to CIME XML functions
• ./atmchange
• ./atmquery

24

Runtime Options: YAML



Conclusions:
• EAMxx is a complete rewrite of the E3SM global atmosphere model infrastructure in 

C++/Kokkos, eploying modern software best practices.

• SCREAM is the 3.25 km configuration of EAMxx with processes targeting high resolution. 

• EAMxx enforces strict memory management as a necessity given the shear size of the 
problem being solved.

• EAMxx infrastructure was designed with testing in mind.  Unit testing:
• Makes debugging substantially easier,
• Gives more confidence that new features won’t impact or break existing features.

• The adoption of YAML makes runtime options:
• More protected against user error,
• Human readable,
• More organized



Questions? donahue5@llnl.gov 
LW-Flux Up @ TOM

mailto:caldwell19@llnl.gov
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Output Control: user_nl_eam



Output Control: YAML

28



Output Control: YAML

29



What is a Field?
• Stores everything the atmosphere model needs to know about a global variable.
• As an object allows SCREAM to define universal operations for all fields,

– E.g. remapping, arithmetic operations, cloning, property checking, timestep management …

30

> Name: T_mid
> Units: K
> Layout: (columns, levels)
> Grid: Physics PG2
> Datatype: Real
> Timestamp: TS{2024,11,4,8,30,0}
> Data Pointer: 6efgkh38sahdlgis0372
> Providers: HOMME, SHOC, P3, RRTMGP, Surface-Coupling
> Customers: HOMME, SHOC, P3, RRTMGP, Surface-Coupling
> Extra Metadata: [Mask, Foo, Bar, …]

* Artist depiction



What is an Atmosphere Process?
• An interface to the dynamics or an atmosphere parameterization.
• EAMxx supports universal operations on atmosphere processes:

– Unit testing, subcycling, backing out tendencies, log msgs, performance timing, …
• Has a defined initialization, run and finalization. 

31

> Name: SHOC
> Type: Physics
> Grid: Physics PG2
> Timestamp: TS{2024,11,4,8,30,0}
> Inputs: omega, surf_sens_flux, surf_mom_flux, …, T_mid, qv
> Outputs: surf_evap, T_mid, qv, … , tke, pbl_height
> init_impl: Do ‘xyz’ to initialize SHOC
> run_impl: Do ‘ijk,’ then call shoc_main, do ‘qrs’
> finalize_impl: Nothing to do

* Artist depiction



Performance Portability (C++/Kokkos)

32

https://acme-
climate.atlassian.net/wiki/spaces/ECM/pages/4129325057/2
024-02-15+All-Hands+Presentation+Meeting+Notes
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