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Sources for uncertainty and model error:

1.

Initial Condition Uncertainty 

2.

Model Deficiency

Climate Modeling

the discretized equations of motion

subgrid processes

Subgrid 
parameterizations

Numerical Approx. 
Initial 

Condition
 Forecast Forecast 

Time

How can we help address these errors directly 
with machine learning?  

Background / Context



• Schematic: The analysis increment is 
correcting the model trajectory 
systematically to a warmer state. 

• This is evidence of a systematic model error 
(assuming unbiased obs)

Although the amplification of the effect of [INSERT 
FORCING] on [INSERT BIASED PROCESS] will occur on 
timescales of decades, the intrinsic timescale 
associated with [INSERT BIASED PROCESS] itself is 
typically on the order of hours. Hence it should in 
principle be possible to assess whether the 
anomalously small values of [INSERT PROCESS] are 
realistic or not, by studying the performance of such 
models in short-range weather prediction mode.

Palmer & Weisheimer 2011

Using Data Assimilation to Identify Structural Model Error
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Comparing Nudging and DA:

Percent Improvement of CAM precipitation in 30 
year run using 4 different DA based state 
adjustment methods 

Can we do this in a 
more 

state-dependent 
way? 



Our Process for A State-Dependent Model-Error 
Representation for Online CAM6 Bias Correction:

• Run CAM6 for 9 years linearly relaxing to ERA5 (OBS every hour) [2000-2008]
• U,V winds only (nudging T/Q also proved problematic for the model climo) 

• Collect Model Increments 
• Form diurnal cycle + annual cycle (H.O.D.; 31-day running mean). 
• Calculate the Increment Anomaly [I.A.] at every timestep
• 2-day rolling mean the I.A. (eliminates high frequency nudging tendencies)

• Shown in a “perfect model” nudging experiment not to be model error. 

• Train a CNN at every model level to predict the anomaly increment



Spatial Extent

CNN
Why not a single column 
parameterization?



Model Architecture and Skill



Predictor Variables:

Suite of input 
variables, which were 

learned via model 
input ablation / 

shuffling



Model Architecture and Skill



FTORCH [with help from Jack Atkinson ICCS]

PROS:
• Easy to link the libraries 
• Fast

• You don’t need to load the ML model after init

CONS
• This is ONLY for pytorch implementation



What does this look like in a run?
Anomaly State Correction Climo Correction + Anomaly State Correction

m/s/h

Zonal wind (U) at lowest model level



RMSE improvement:

T2m GPCP – Precip. GPCP Precip. Tropics Sea Level Pressure



RMSE improvement:

U V T Q



Modes of Variability:

NAO in 
DJF

Why?:

 

Because the schemes improve:
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• Madden-Julian Oscillation (MJO) impact on North Pacific Geopotential height. 
• The MJO is an eastward propagating equatorial pattern of anomalous heating that circulate the 

Earth typically in 30 to 60 days.
• The MJO can affect weather patterns in mid-latitudes through teleconnections. It can influence 

the Pacific jet stream, potentially altering weather patterns in North America, Europe, and other 
parts of the world

• Use two indices (wheeler and Hendon 2004) to characterize the propagation of the MJO

MJO

Madden Julian Oscillation

Produced by the Adames group



Madden – Julian Oscillation
CONTROL RUNObservations

CNNClimo Correction



Madden – Julian Oscillation

Propagation across the Maritime Continent is tough for 
climate models 



What is the CNN Doing?? 

 Increments composited by MJO 
phase in the boxes on the left.



Boundary Layer Moisture Convergence:
Regressing Boundary Layer 

Moisture Convergence 
(100—850hpa) on to Indian 
Ocean Precipitation, then 

averaging [5°S-5°N]. 

The CNN enhances the lower 
tropospheric heating to the east of the 

MJO major convection. When the lower 
tropospheric heating is increased, the 

induced structural change, i.e., the 
increased Kelvin wave easterly (lower 

pressure) enhances the BL moisture 
convergence (BLMC) to the east of the 

MJO center ??

Exploring ideas in the 
Trio-Interaction theory for MJO 
propagation (Wang et al. 2016)

Yang, Y. M., & Wang, B. (2019).



Conclusion:

• We learn a state dependent correction to CAM via a linearly relaxation 
back to observations

• (Crawford et al 2020, Watt-Meyer et al 2022, Bretherton et al 2022, Chen et al 2022, Laloyaux et al 
2022, Kwa et al 2023, Watt-Meyer 2024, Gregory et al 2024). 

• We have enabled CNNs in CAM/CESM via FTORCH 
• We show some significant improvements (and some degradation) to the 

model climatology. 
• We evaluate the major modes of coupled and semi-uncoupled variability 

and show significant improvement to the model representation of these 
fields.

• We’d like to know why the MJO is so improved, progress is being made in this arena.



Questions?


