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CESM Diagnostics and ESDS

● CESM users were hitting the limits of NCL-based analysis
○ NCL is no longer being developed
○ Advantage to everyone replacing NCL with the same product
○ ESDS helped community find a solution

■ Pangeo stack: numpy, xarray, matplotlib, dask, etc

● Still had several independent efforts for analyzing CESM output
○ ADF, NBscuid, individuals writing one-off notebooks

● Next step: build a common framework
○ CESM Unified Postprocessing and Diagnostics (CUPiD)



CUPiD Project Vision

CUPiD is a “one stop shop” that enables and integrates timeseries file generation, 
data standardization, diagnostics, and metrics from all CESM components.

This collaborative effort aims to simplify the user experience of running diagnostics by calling 
post-processing tools directly from CUPiD, running all component diagnostics from the same 

tool as either part of the CIME workflow or independently, and sharing python code and a 
standard conda environment across components.



Anticipated Timeline

Nov, 2023:
Meet with CGD 
sections to gather 
interest

Dec 6, 2023:
Kickoff meeting with 
involved parties

Bare-bones deployment:
- environment
- documentation
- packages from all working 

groups
- feedback mechanisms

Continued development:
- improved extensibility
- timeseries generation
- underlying python code
- post-processing
- finalized API

In progress:
CESM 3 
Development

After science 
freeze:
CMIP PI run

Figure generation 
for CESM3 paper

CMIP DECK 
Experiments / 
CESM3 Paper

Ongoing Community-wide support
- software maintenance
- science feature support
- High-res support
- Ensemble support

Spring 2025: 
CESM 3.0 
Release

Diagnostic Development

Key metrics for
CESM3 development



CUPiD Repository

https://www.github.com/NCAR/CUPiD


How Do I Set Up CUPiD?

Install package:

$ git clone --recurse-submodules https://github.com/NCAR/CUPiD.git
$ cd CUPiD
$ ./manage_externals/checkout_externals

Build the CUPiD environments:

$ mamba env create -f environments/dev-environment.yml
$ mamba env create -f environments/cupid-analysis.yml

https://github.com/NCAR/CUPiD.git


How Can I Use CUPiD?

Provided example:

$ cd examples/coupled_model
$ cupid-run    # runs notebooks (from cupid-dev environment)
$ cupid-build  # builds website

Run on new cases:
modify config.yml  file
$ cupid-run  # from directory containing config.yml
$ cupid-build

https://github.com/NCAR/CUPiD/blob/main/examples/coupled_model/config.yml


Current Status Overview

Mechanism for running notebooks in parallel

Timeseries file generation

Examples for most components

Command line arguments

Common environment

Documentation

https://ncar.github.io/CUPiD/


Coming Soon

Provide quick metrics for CESM3 development runs

Run python scripts in addition to notebooks

Run on machines other than Derecho / Casper

Run as part of CESM Workflow

Run notebooks that import other diagnostic packages 
(ILAMB, etc)



Technical Details: Current & Proposed implementation

● Overview of configuration (YAML) file
● Mechanism for running notebooks in parallel
● Timeseries file generation



Details for config.yml
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Parallel Processing

Requirement: Dask-based parallelization (Pangeo stack)
1. Current Implementation

a. User requests resources upfront
b. Parallelize with dask’s LocalCluster

2. Desired Implementation
● Use CESM machine info to choose Cluster

➢ May change CUPiD externals / interaction with CESM

CON:
➢ Requires running notebooks sequentially, 

and not all notebooks will use all 
resources

PRO:
➢ Portable across computers regardless of 

queue manager



Current Timeseries File Generation

Cons: lightweight tool that doesn’t handle all edge cases



Desired Timeseries File Generation

Call an external tool if time series generation is desired

Something like 
PyReshaper, but still 
maintained



Summary

● Work is on-going towards a portable and extensible CESM 
postprocessing / diagnostics package

● We welcome feedback, suggestions, testers & contributors
● Current development version is available!
● Bonus slides show screenshots of generated web page

Thank You!



“Live” Demo Screenshots
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