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Fig. 6. Phase and amplitude of the quasi-biennial oscillation in zonal wind (adapted from 
U.S. Navy Weather Research Facility [1964]). Phases are indicated by dashed lines spaced 
at intervals of 1 month, where time increases downward. Amplitude in meters per second 

is given by solid lines. 

level. Phase propagates downward at an average rate of about I km month -•. 
It is evident from the time-height sections shown in Figures 1-5 that there 
is a good deal of variability in the rate of downward propagation of individual 
wind regimes. In general, there is a tendency for westerly regimes to propagate 
downward somewhat more rapidly than easterly regimes. 

The distribution of amplitude and phase in the semiannual cycle is some- 
what less clearly defined because of the sparsity of data at rocket levels. Below 
40 km, van Loon et al. [1972] have shown that amplitude tends to increase 
with latitude, at least in the northern hemisphere tropics. This idea is supported 
by Figure 3, which shows the clearest evidence of the semiannual cycle in the 
20 ø section. However, Reed [1973] has shown that in the upper stratosphere 
the cycle is strongest at equatorial latitudes with amplitudes as large as 25 
m sec -• near 50 km. Like the quasi-biennial oscillation but to a much lesser 
degree the semiannual cycle exhibits downward phase propagation; i.e., the 
phase propagates through a much smaller fraction of a cycle within the range 
of levels in which the oscillation is observed. 

It can be demonstrated from scaling considerations that the zonal wind 
and temperature fields within the quasi-biennial oscillation and the semiannual 
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The vertical resolution is 500 m above the boundary 
layer and through the lower stratosphere, and then 
decreases slowly with altitude.

Quasi-Biennial Oscillation (QBO)

QBO amplitude max (~ 30 hPa) triggered. The momentum flux phase speed spectrum of
these waves is calculated using the method of Beres et al.
(2005), which is based on the depth of the convective
heating and the mean wind within the heating region.
In WACCM-110L, we use a frontogenesis threshold of
3 3 10215K2m22 s21, and an amplitude of frontally
generated gravity waves of 2.5 3 1023Pa, the same as
in the 70-level model. The efficiency of the convectively
generated gravity waves is set to 0.475.
WACCM-110L includes an interactive middle-

atmospheric chemistry package based on the Model
for Ozone and Related Chemical Tracers (MOZART3;
Kinnison et al. 2007). All reaction rate constants are
taken from Sander et al. (2006). The land, ocean, and
sea ice components of CESM1(WACCM-110L) are the
Community Land Model, version 4.0 (CLM4.0; Lawrence
et al. 2011), the Parallel Ocean Program, version 2
(POP2; Danabasoglu et al. 2012), and the Los Alamos
Sea Ice Model (CICE 25, version 4; Holland et al. 2012).
Optionally, the model may be run with prescribed
chemistry and sea surface temperatures.

b. Simulation setup

The results discussed here were obtained from a
simulation of the period 1975–2015 run with prescribed
sea surface temperatures and sea ice. We have specified
these fields from the AMIP dataset (https://pcmdi.llnl.
gov/mips/amip/), originally described by Taylor et al.
(2000). The model is run with interactive chemistry, so
there is no need to specify ozone or other radiatively

active gases, whose distributions are computed as part of
the simulation. The model does require boundary con-
ditions for gases emitted at the surface, and for these we
use observed surface mixing ratios, extended past 2005
according to representative concentration pathway
8.5 [RCP8.5; see Moss et al. (2010) and Meinshausen
et al. (2011)]. While the model produces a full set of
chemical outputs, these are not discussed in the present
study, which focuses on the momentum budget of the
simulated QBO.

3. Model climatology

a. Global climatology

Before discussing the behavior of the QBO in
WACCM-110L, we review briefly the salient features
of the model climatology to show that the increase in
vertical resolution produces a simulation that com-
pares as well to climatological observations as the sim-
ulation documented by Mills et al. (2017) using the
default 70-level model. Figures 2 and 3 illustrate the
climatological distributions of zonal-mean tempera-
ture and zonal wind averaged over the solstice seasons
[December–February (DJF) and June–August (JJA)],
and their differences with respect to the ERA-Interim
(ERAI) climatology (Dee et al. 2011). These differ-
ences are shown only below 50 km, where ERAI data
are available.
The largest differences with respect to ERAI occur in

the upper stratosphere in winter (Southern Hemisphere
in JJA and Northern Hemisphere in DJF) and are as-
sociated with the winter polar night jet, which is stronger
in WACCM-110L than in ERAI. In DJF all differences
are small, reaching maxima of a little over 10m s21 in
zonal wind near 608N and 1hPa (Fig. 2c), and 64K in
temperature (Fig. 3c). The temperature biases appear
as a dipole flanking the zonal wind bias, as expected
from thermal wind balance, such that there is a warm
bias centered at 458N and a cold bias centered over the
northern polar cap. In JJA a similar pattern of differ-
ences is seen near 608S, except that the biases are about
twice as large as in DJF (Figs. 2d and 3d). As in northern
winter, the largest southern winter differences in the
zonal-mean zonal wind (20m s21) arise from too strong
a polar night jet and are flanked by a dipole pattern of
zonal-mean temperature differences (68K). In addition
to these extratropical biases, there are also small dif-
ferences in zonal wind and temperature in the deep
tropics. Statistical significance is not indicated explic-
itly in Figs. 2 and 3. However, absolute differences in
zonal wind greater than 4–5ms21 are generally signifi-
cant during winter and differences greater than 2m s21

FIG. 1. Approximate vertical grid spacing DZP as a function
of log pressure altitude ZP in WACCM-110L compared to the
standard-resolution, 70-level model.
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Garcia & Richter (2019)

WACCM-110L
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Fig. 6. Phase and amplitude of the quasi-biennial oscillation in zonal wind (adapted from 
U.S. Navy Weather Research Facility [1964]). Phases are indicated by dashed lines spaced 
at intervals of 1 month, where time increases downward. Amplitude in meters per second 

is given by solid lines. 
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It is evident from the time-height sections shown in Figures 1-5 that there 
is a good deal of variability in the rate of downward propagation of individual 
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downward somewhat more rapidly than easterly regimes. 
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by Figure 3, which shows the clearest evidence of the semiannual cycle in the 
20 ø section. However, Reed [1973] has shown that in the upper stratosphere 
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QBO Teleconnection       cf.  (Holton-Tan effect) 

Cf) EPFD -> index of refraction -> eddies from 
troposphere -> TEM circulation -> warms the 
midlatitude lower stratosphere

with an imposed QBO. WACCM runs with a neutral
QBO stratospheric wind profile are compared to runs with
an EQBO stratospheric wind profile. The SSTs and ra-
diative forcing, as well as every other model parameteri-
zation except for the QBO, are fixed in all runs presented.
In addition, the vertical shear of the QBO can be carefully
controlled, thus enabling us to understand the role that
shear may play in Rossby wave propagation. In particular,
we will compare the response to EQBO profiles that are
identical in the lower stratosphere but change in the upper
stratosphere from a neutral QBO profile to westerlies as
in observed QBO profiles. The model used here is more
realistic than those in OY92 and Naito and Yoden (2006)
because it includes a realistic dynamically active tropo-
sphere, but it does not contain any unrelated external
variability. It is therefore an appropriate test bed for un-
derstanding how the QBO influences the polar vortex.

We will show that linear theory explains how lower
stratospheric QBO anomalies influence Rossby wave
propagation and weaken the vortex. Briefly, EQBO
winds change the QG index of refraction in the lower
stratosphere near 208–308N and in the midstratosphere
near 408–508N. These two effects are mechanistically
distinct, and only the former is expected from the HT
mechanism. These changes influence EPF propagation
and lead to a residual circulation that warms the mid-
latitude lower stratosphere and the polar vortex. See
Fig. 1 for a schematic.

After introducing the diagnostic tools and model runs
used (section 2), we will show that WACCM generates
a realistic HT effect in response to a downward propa-
gating QBO (section 3). We will then show that this re-
sponse is captured by a model run where the QBO phase
is held fixed (i.e., the QBO profile does not propagate

FIG. 1. Schematic of the response of the extratropics to the QBO 16–30 days after branching.
Arrows denote the mass-weighted circulation. Thin contours are for temperature. All features,
except for the easterly maxima at the equator (denoted with a thick contour), are a response to
the EQBO winds rather than being due directly to the externally imposed torque. Changes in
EPFD are directly related to changes in the index of refraction. In region 1 (subtropical lower
stratosphere), the axisymmetric meridional circulation of the QBO in thermal wind balance
dominates (see GH11b), although the poleward boundary of the easterlies and the latitude
of the subsidence is modulated by eddies. That is, eddies propagating from the troposphere
are influenced by the subtropical critical line and break in the lower stratosphere throughout
the midlatitudes, forcing a TEM circulation that warms the midlatitude lower stratosphere. In
region 2 (midlatitude upper stratosphere), subpolar Rossby waves are restricted from propa-
gating into the subtropics because of a decrease in midlatitude index of refraction and therefore
break closer to the pole. These Rossby waves lead to a TEM circulation that warms the pole.
The warm anomaly reaches the lower stratosphere in the third and fourth month after
branching. The effects in regions 1 and 2 are mechanistically distinct.
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Fig. 1 Garfinkel et al. (2012)



Atmospheric Chemistry Observations and Modeling Laboratory

WACCM 5.4-110L, 1° 
(0.95°×1.25°)

Successful simulation of the QBO: adequate horizontal and vertical resolution, a realistic 
simulation of tropical convection and a means of describing the effects of mesoscale gravity waves.

WACCM6-70L, 1° 
(0.95°×1.25°)

The QBO westerly 
does not come down 
to lower altitudes.

(Garcia and Richter, 2019)

QBO in WACCM



(Garcia and Richter, 2019)

WACCM 5.4-110L, 1° 
(0.95°×1.25°)

WACCM6-110L, 2° 
(1.95°×2.25°)

Composites of acceleration 
(due to EP flux divergence + 
parameterized GW drag)

Can we run WACCM 2° 
to simulate the QBO?

We chose the months of April 1993 and April 1994
from the WACCM-110L simulation, when successive
descendingWest and East phases happened to reach the
20–30-hPa pressure range in the middle stratosphere.
Other descendingWest and East phases were examined;
the results shown here are typical of those phases as well
and, indeed, typical of what happens at other levels in
the stratosphere.

To calculate the spectral EP flux divergence, daily,
three-dimensional temperature and velocity fields are
Fourier transformed in wavenumber and frequency, and
the results are used to compute the eddy fluxes from
which the EP fluxes and their divergence are constructed
[see Calvo and Garcia (2009) for details]. The spectrally
decomposed accelerations are shown in Fig. 8 at 22 hPa,
truncated at zonal wavenumber k 5 20. Note, however,

FIG. 7. Composites of acceleration (m s21 day21) due to (a) EP flux divergence, (b) parameterized GW drag, and
(c) their sumduring the descendingWest phase of theQBO inWACCM-L110 (color shading). (d)–(f)As in (a)–(c),
but for the descending East phase. Descending West and East phases are defined with respect to the month when
westerly and easterly winds, respectively, reach the 30-hPa pressure level. Composite zonal-mean zonal wind
distributions (solid contours every 10m s21) are superimposed in each panel. Note the variable contour intervals in
the color scale for the acceleration.
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QBO amplitude & phase  WACCM6-110L vs. 135L

WACCM6-110L-1° WACCM6-110L-2°

Stronger amplitude (1°)

Jul-13-2023 WAWG

WACCM7-135L-SE-2°

Much weaker amplitude (30-40 km)



QBO amplitude & period (WACCM-110L vs. 135L)

FV-110L-1°
SE-135L-2°

QBO (SE-135L) – Reasonable period, weak amplitude with max at 5 hPa.

Jul-13-2023 WAWG



Effect of HB diffusion (Holtslag and Beljaars, 1989)

CAM6 + HB diffusion only

CAM6

MERRA2

The effect of adding HB diffusion was unexpected: QBO was severely degraded

Sep-07-2023 WAWG

Holtslag, A. A. M. and Beljaars, A. C. M.: 1989, ‘Surface Flux Parameterization Schemes: Developments 
and Experiences at KNMI’,Proceedings of the ECMWF Workshop on Parameterization of Fluxes Over Land 
Surface, ECMWF Reading UK, pp. 121–147. (Also available from KNMI as Sci. Rep. 88-06, De Bilt NL, 27 p.)



Changing the range of altitude where HB diff operates does not change the QBO period
Limiting HB diffusion to the sponge layer slightly increases the QBO amplitude
Remove background and stable mixing (HB diffusion on Ri ≤ 0 )

May-26-2024-WAWG

Exp: CAM7+HB diffusion     (HB diffusion off 50 levels, 5 levels)

HBoff (level 50)
HBoff (level 5)



The role of the Zhang & McFarlane (ZM) modification  - ZM2
The high-vertical resolution grid with additional levels in the PBL, the standard version of ZM (ZM1) 
is no longer relevant. Therefore new ZM scheme (ZM2) is incorporated in CAM7.

Jun-13-2024 WAWG
CAM6 physics produces QBO behavior similar to WACCM6-FV 110L 

CAMDEV
CAM6+ZM2

CAM6
Larger amplitude 
between 35-45km

Faster period 



model setup maxq0 hdepth

ZM2-135L 3.23±34.32 0.33

ZM1-135L 3.20±16.37 0.60

ZM1-110L 3.00±22.94 0.43

Mean maxq0 is similar in all three cases; ZM2-135L is more 
variable than the other two cases
hdepth is substantially smaller in ZM2-135L vs. ZM1-135L; in 
ZM1-110L, it is intermediate compared to the two 135L runs

maxq0 & hdepth      (ZM2 vs. ZM1)

Aug-15-2024 WAWG

ZM2-135L ZM1-135L ZM1-110L



Gravity wave scheme   (Yuanpu’s  fix)

Before

After

(effgw_beres_dp=0.65)

Much faster QBO



Increase in efficiency parameter increases the QBO amplitudes 
(more so at high altitudes) and shortens the period 

Tuning - Beres Parameter   (Yuanpu’s  fix)



Tag160_beres0.65_YL_CF10 (slowest)
Tag160_beres0.65_YL_CF12 (right)
Tag160_beres0.65_YL_CF16 (fast)
Tag160_beres0.65_YL (CF=20, default, fastest)

Tuning - Conversion Factor (CF)     

Increase in CF speeds up the QBO
CF impact on QBO amplitude is not linear



OLD Tag
cam6_3_160

NEW Tag
cam6_4_055

WACCM7-2DEG  (cam6_4_055)         135L

CAM7-1DEG  (beta04)       Simone’s run     93L

Slower QBO



QBO Period & Amplitude        (CAM7-1DEG vs. WACCM7-2DEG)

Period Amplitude

QBO is slower and its amplitude is stronger in CAM7(MT)-1DEG 

CAM7



atm_in

&gw_drag_nl
 alpha_gw_movmtn = 0.02D0
 effgw_beres_dp = 0.20D0

 effgw_rdg_beta  = 0.5D0
 effgw_rdg_beta_max = 0.5D0

 front_gaussian_width =  30.D0
 frontgfc                = 3.00D-15

CAM7(MT)-1DEG 
Simone’s run (beta04)

&gw_drag_nl
 alpha_gw_movmtn = 0.01D0
 effgw_beres_dp = 0.25D0
 
 effgw_rdg_beta  = 1.0D0
 effgw_rdg_beta_max = 1.0D0

 front_gaussian_width =  30.D0
 frontgfc   = 3.00D-15

WACCM7-1DEG
CAM6_4_055

effgw_beres_dp (convective gravity wave efficiency)
effgw_rdg_beta (orographic gravity wave efficiency)
effgw_rdg_beta_max

17

WACCM7-1DEG
CAM6_4_055-rdg0.5

effgw_rdg_beta  = 0.5D0
effgw_rdg_beta_max = 0.5D0

/glade/campaign/cesm/cesmdata/cseg/runs/cesm2_0/f.e30_alpha04a.FCts4MTHIST.ne30_L93.cmip7_volc/CaseDocs/atm_in



CAM7(MT)-1DEG 
Simone’s run (beta04)

WACCM7-1DEG
CAM6_4_055

WACCM7-1DEG
CAM6_4_055-rdg0.5

QBO Amplitude   (CAM7 & WACCM7 1DEG)

effgw_rdg_beta =  0.5
effgw_rdg_beta_max =  0.5

CAM7 – larger amplitude



QBO Period & Amplitude    (WACCM7-1DEG)

Period Amplitude

Second maximum in amplitude 
disappears with effgw_rdg_beta=0.5



Summary

1. Much improved understanding of the QBO and the 
physical parameters controlling the QBO in WACCM7.

2. Work is not done yet. 

3. Will explore ways to improve the QBO even further.

4. Opportunity for exciting science!


